
3. GPT-2 and GPT-3

These two AI were created by OpenAI

GPT for Generative Pre-trained Transformer.

GPT-3 is a model that has been trained 

with 175 billion parameters.

GPT-2, released in 2019, only had 1.5 

billion parameters.



GPT are not the only existing 
models.

As you can see on this graphic 
there is also some other 
popular model such as 
Megatron from Nvidia and 
some others that don’t even 
appears on it.



But let’s go back to GPT and here is a video that shows some of 
the possibilities of GPT-3

http://www.youtube.com/watch?v=8psgEDhT1MM

